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Abstract — Shirorekha identification and removal is an 
important and a challenging pre-processing stage in almost all 
machine interpretations for handwritten Devanagari 
documents. Within this area of investigation, all studies are 
designed based on traditional image processing techniques. 
Which are mainly based on hand-engineering and learn local 
transformations only. However, it can also be viewed as a 
supervised classification task in which each pixel, in a document, 
is examined/ queried so that those classified as shirorekha are 
removed. For this purpose, we extended this area of 
investigation by designing an encoder-decoder based 
convolutional neural network (EDCNN). Which have 
demonstrated, from various studies, that they learn image 
intricacies very well. The contribution of this work is three-fold, 
first, we created our own handwritten word dataset comprising 
of words with and without shirorekha, such that, effective 
training takes place. Next, we trained the proposed network 
with binary as well as in gray scale formats. Finally, we 
demonstrated that the proposed approach is accurate and 
generalizable. 

Keywords—Shirorekha; Handwritten Devanagari document; 
Encoder-Decoder Convolutional Neural Network; pixel-labelling; 
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I. INTRODUCTION  
Shirorekha1  is a horizontal line, running on top of all constituent 
characters of a word, in a Devanagari script (see Fig.1). For this 
reason, it is considered a key discriminative feature for automatic 
machine interpretation [1]. The significance of it can be understood 
from a statistical analysis carried out in [2].That revealed the fact that 
the frequency of the occurrence of shirorekha in Devanagari word 
documents is about 99%. That is why shirorekha is first identified and 
later, for various attempts, removed/segmented. Like, for example, in 
analytical-based handwritten word recognition. Furthermore, it plays 
an important role in script identification [3], [4],skew estimation and 
correction [5], [6], and text line/block identification and segmentation 
[7], [8], etc. That is, precise identification and removal of shirorekha 
leads to accurate results in forthcoming steps of any machine 
interpretation pipeline. In contrast to machine printed documents, 
varying individual handwriting styles, script characteristics, imperfect 
scanning of manuscripts, and cursiveness in the handwriting leads to 
discontinuous, wavy, skewed and degraded shirorekha. Thus, making 
its identification and subsequent removal from a handwritten 
document a challenging task. 
    Although identification and removal of shirorekha can be seen as 
a simple task, it is often challenging to get accurate results. This is 
mainly due to the previous works that have revolved around the 
traditional image processing (IP) techniques. That primarily require 
some heuristics [9], [10], experimental rules [11] , a priori knowledge 
of a document [12], [13], and hand engineering [14].  Notwithstanding 
all the approaches, shirorekha identification and removal is still 
inaccurate and often produce erroneous errors. As a matter of fact, 

                                                           
1 Constituent of two Sanskrit words, ‘Siro’ means something which is present in the 
upper part and ‘rekha” means line. It is also present in other Indic scripts, like Bangla 
script. 

they cease to be optimal (i.e. they remove essential character 
information) when there is a slight change in the type of a document 
with respect to  style, skew, deformations, and handwriting. As the 
approaches are designed such that they learn local transformations, 
only i.e. they lack flexibility and generalizability. 

 
 
Fig.1 Segmentation of a handwritten Devanagari word into pre-
defined classes by using pixel-labeling. Background, Characters, 
and Shirorekha represented with turquoise blue, Persian blue and 
citron brown, respectively. 
    In an alternative way, the identification and removal of 
shirorekha can be posed/viewed as a supervised classification 
task. Such that each pixel in a document is examined/queried 
so that those classified as shirorekha are removed. To the best 
of our knowledge, no study has tackled this problem as a 
supervised classification task. This is rather striking, as the 
classification has a strong foundation and is well-studied in 
the broad area of machine learning. Note that, viewing the 
problem in this way both identification and removal can be achieved 
simultaneously. Which is in contrast to IP based approaches where it 
is a two-stage process i.e. identification and removal. More 
importantly, the techniques based on supervised classification learn 
image intricacies very well [15], [16]. In order to evaluate the 
effectiveness of the proposed approach, we classify each pixel in the 
following pre-defined classes: (i) background, (ii) character, and 
(iii) shirorekha, as shown in Fig.1. 
     It is now generally agreed that convolutional neural networks 
(CNNs), and its different architectures achieve state-of-the-art results 
in different and inverse application domains. This notion is also 
strengthened with the active interest of researchers towards employing 
CNNs in core areas of computer vision [15], [16]. For example, in 
[17], different artifacts of a document image, such as, text, comments, 
decorations,  and background are segmented with CNN-based 
architecture. The superior performance of CNN is three-fold. First, 
CNN is robust in learning spatial/contextual information. Next, with 
this information effect of noise is minimized.  Finally, once trained, 
CNNs offer a generalized/adaptable framework and can be 
tailored/adapted to different problem domains. Therefore, with this 
motivation, in this paper, we propose the use of encoder-decoder 
based CNN (EDCNN) to solve the problem of identification and 
removal of shirorekha from a handwritten document.  
    The rest of the paper is categorized as follows. In Section II we 
describe our proposed EDCNN approach for shirorekha identification 
and removal. Experimental results and comparative study are given in 
Section III . Finally, we present conclusion and future work in Section
IV . 
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II. PROPOSED METHOD 
 

A Pre-processing 
The main aim of pre-processing is to enhance the quality of an image 
for further processing. For that reason, at first, word images are resized 
to a fixed size of 256 256× . The motivation for that is two-fold; first, 
larger the size, lesser is the shrinking (i.e. low deformations of features/ 
patterns present in an image) and second, model architecture is size 
dependent. Next, resized images are median filtered with a window 
size 3 3× . As stated, we have taken both formats into account (i.e., gray 
and binary), therefore, Otsu’s method [18], has been used for 
binarisation. Finally, for normalization, a zero-centering technique is 
employed. That on one hand, increases the learning process and on 
the other hand, avoids the effect on a non-linearity response with the 
slight change in filters. 

 B. Encoder Decoder CNN architecture (EDCNN) 
CNN-based networks benefit from various artifacts like local 
connections, learnable/shared weights, and multiple layers, etc., in 
order to, learn a data representation of underlying classification 
problem. Our proposed EDCNN architecture is somewhat similar to 
[19], that is used for semantic segmentation for natural images. 
However, in contrast, we decided to choose encoder part empirically 
that comprises sets of (or stack of) convolution, batch normalization, 
ReLu and max-pooling layers. That suits the problem at hand and also 
reduces the number of parameters in the encoder part significantly. 
Against, each encoder layer2 there is a corresponding decoder layer3 
comprising a stack of a transposed convolutional layer, batch 
normalization and ReLu layers. Finally, soft-max classifier after 
receiving the output from the last decoder layer, computes 
probabilities for each pixel.  
    In order to restrict exhaustive search space, we have designed 
EDCNN by taking into account following constant parameters: 
(i)3 3× filters and 2 2× max-pooling per encoder layer, (ii) 50% of 
dropout (iii) in contrast to, image patches, input to the network is set 
to whole image i.e. 256 256× . Other, parameters like a number of 
convolution layers (depth) and a number of filters per layer (neurons) 
are determined empirically. Note, the total number of encoder layers 
in EDCNN depends on a number of convolutional layers. Adam 
optimizer [20], is used to learn the weights of a network, with a batch 
size of 8. Also, for 2L − regularization (weight decay) and initial 
learning rate 45 10−×  and 310− values were used. Cross-entropy loss 
function is used after normalizing pixel count with a median 
frequency technique [15], to avoid dominance of pixels belonging to 
background class (Table1 shows the total number of pixels belonging 
to all classes in a Training set). In order to choose an appropriate epoch 
(Note, we have set the total number of epochs to 100) and avoid over 
fitting an early stopping criteria [21], with a validation patience of10
is employed. After, optimal parameters are determined, we added skip 
connections [22], from one encoder layer to the corresponding 
decoder layer to observe any improvement in classification 
accuracy  
    Once the proposed EDCNN has learned how to classify a 
pixel in one among: (i) background, (ii) character and (iii)  
shirorekha, it can be used to segment/remove the shirorekha 
from any handwritten Devanagari word document. To do so, 

                                                           
2 Here encoder layer= convolutional layer + Batch Normalization layer +    
   ReLu + Max-pooling layers 
  

identified shirorekha pixels can be forwarded into the network and 
finally be removed. 
Table1: The Total number of pixels belonging to predefined classes 
in a Training set, where class 1=Background, class 2= Character, 
and class 3 = Shirorekha. 

 
Type 

                       Class Labels 
1 2 3 

Gray 8.5e+07 2.46e+06  1.4578e+07 
Binary 8.5097e+07 2.4772e+06 1.3138e+07 

III. EXPERIMENTS 

A. Dataset 
Identification and removal being the pre-processing step, therefore, 
there was no dataset available as such. We addressed this limitation, 
in this paper, and created our own dataset. For this purpose, we used 
ICDAR’11 legal amount Devanagari dataset [23], and selected 
complex structured 10 legal amount classes (each with 80 samples). 
Next, we manually removed the shirorekha from each word sample 
in each class. Now each class carries word samples with and 
corresponding word samples without shirorekha (i.e. word samples 
where shirorekha is removed). Such that, pixel at position ( , )i j in a 
word without shirorekha, gives a ground truth for the pixel at position
( , )i j in a word with shirorekha. More often, various attempts are 
carried out either in gray-scale or in binary formats. Therefore, both 
the formats are taken into consideration. Finally, we manually labelled 
each pixel with pre-defined classes: (i)  background, (ii) character, 
and (iii) shirorekha. Note that the combined pixel between shirorekha 
and character is treated as the pixel for a character class. Table2 gives 
a brief description about the dataset and Fig.2 shows some word 
samples from the dataset. 

 
           (a)                          (b)                            (c)                         (d)  
Fig.2 Illustration of the dataset (a) pre-processed and resized word images with 
shirorekha (b) corresponding word images without shirorekha (c) pixel labels 
overlaid on a word image with shirorekha, and (d) pixel labels overlaid on a 
word images without shirorekha. 

 
                (a)                                    (b)                           (c)                                (d) 
 
Fig.3 An illustration for the mIoU in which green square indicates ground truth 
and red square indicates a prediction , respectively (a) bad mIoU with score 
0.23, (b) bad mIoU with score 0.412 (c) good mIoU with score 0.752 , and (d) 
excellent mIoU with score 0.914. 

B.Evaluation Metric 
We used a mean intersection over union (mIoU) [15], [16], to arrive 
at the optimal parameters (see Section IIB )  of  EDCNN and to 
demonstrate the efficacy of the proposed approach. It computes a ratio

3  Decoder layer = transposed convolutional layer+ Batch Normalization   
    layer + ReLu 
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Table3: Mean IoU achieved on validation sets for the empirical evaluation of parameters for proposed EDCNN (bold face font 
indicates maximum results obtained) 

 
  Ratio 

 
Depth 

                                                                            Filters per layer
                                     Binary                                             Gray 

16 32 64 96 128 16 32 64 96 128 
 
 
 

50:25:25 

1 67.6 68.4 68.7 69.0 69.1 68.3 70.3 71.8 73.0 74.0 
2 75.0 76.7 78.8 80.9 81.1 73.9 76.1 78.0 79.2 77.1 
3 76.7 81.5 84.3 88.1 88.2 75.6 80.3 82.9 83.0 84.2 
4 74.1 80.8 85.2 89.0 88.9 73.5 79.7 83.2 87.3 87.1 
5 54.1 49.4 74.4 81.5 82.5 51.4 38.2 73.0 86.2 86.0 

 
 
 

60:20:20 

1 67.8 68.5 68.8 69.1 69.1 69.0 70.9 72.2 73.2 73.6 
2 76.0 77.5 79.3 80.9 81.2 75.2 77.5 78.8 81.2 81.5 
3 78.7 82.7 85.3 89.0 87.7 77.1 81.4 83.8 87.7 87.3 
4 76.0 81.9 85.6 89.0 88.6 75.4 80.7 84.2 88.8 88.4 
5 56.6 57.8 75.7 82.7 83.1 57.7 41.2 74.5 80.7 81.9 

 
Table 4: EDCNN results, with and with-out skip connections, on independent test sets.  

    Ratio Depth Filters      Without skip-connections With skip-connections 
Binary Gray Binary Gray 

50:25:25 4 96 89.9 87.8 95.1 95.1 
60:20:20 89.4 88.9 95.3 95.4 

 
Fig.4 Semantic segmentation results (a) original image (b) ground truth (c) without skip connections (d) with skip-connections 

 

 
 

Fig.5 Intermediate representation of convolutional layer 1 with 96 filters of an arbitrarily chosen word sample.                 
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Table2: A brief description of a dataset 

between prediction and ground-truth i.e., ratio between the area of 
intersection/overlap and area of union, as shown in Fig.3. Note, mIoU 
is computed class-wise and later averaged.  Further, mIoU greater than 
0.5 is generally considered as good prediction. 

C. Netwrok Tunning 
As stated in section IIB , some parameters have to be selected 
empirically.  Such that suitable topology for proposed EDCNN is 
determined. For that reason, we partitioned the dataset (in both 
formats i.e. gray and binary) in the ratios of 50 : 25 : 25  and
60 : 20 : 20 of training, validation and testing sets, respectively. We 
performed grid search for a number of convolution + batch 
normalization+ ReLu + max-pooling layers (encoder layer) over: 
1,2,3,4,5 and number of filters (neurons) per convolution layer over:
16,32,64,96,128 . As stated earlier, we have used validation patience 
of 10 i.e. training automatically stops when the learning performance 
does not show any improvement on repetitive 10  epochs, on the 
corresponding validation set. Note that, we have performed grid 
search separately for gray-scale and binary formats, as shown in Table 
3. From now on, we shall select that topology for proposed EDCNN 
which shows the best results (in terms of mIoU) on validation set.   
    Broadly speaking, skip-connections allow gradients to flow un-
interrupted from an encoder layer to its corresponding decoder layer. 
Consequently increases the performance, therefore, with this 
motivation we added skip-connections to the selected topology. We 
observe from Table 4 that recognition accuracy has been improved 
significantly on independent test sets. It is also indicated from Fig4 
which compares segmentation results on some common test word 
samples (i.e. boundaries between classes have been precisely 
localized). Fig.5 shows the intermediate representation encoded with 
convolutional layer 1 (conv1) of EDCNN. It shows all 96 filters in 
8 12×  grid i.e. each image, in a grid, is for one particular channel. 
Activations are scaled up such that minimum activation is kept to 0 
and maximum activation to 1.  A bright tile in the grid indicates that it 
is strongly activated.  
    Finally, we form our final model (that performs best in terms of 
mIoU i.e. convolutional layers = 4, a number of filters = 96 and with 
skip-connections (Table4)) for shirorekha identification and removal 
from off-line handwritten Devanagari word documents, henceforth, 
called as ShirorekhaNet (see Fig.8). Fig.6 shows the normalized 
confusion matrix obtained in one of the experiment. Therefore, 
subsequent experiments for comparison with other models is 
performed with this ShirorekhaNet.  

D.Comparative study 
As stated earlier, shirorekha identification and removal is a pre-
processing stage. As a result, there are no results shown in the previous 
works towards this end, against which we can compare the results 
obtained with ShirorekhaNet. Therefore, we decided to implement 
two popular methods, the first method is proposed in [11] ( Seg1), and 
another de-facto method based on horizontal projections (Seg2,) on 
our created dataset. The results obtained are compared with the 
corresponding pixel-labeled images of the test set created in this paper 
(see Section IIIA ) and are shown in Table 5. Moreover, Seg1 and 
Seg2 are applied on those test sets on which ShirorekhaNet is applied 

for fair comparisons. Fig.9 shows, some of the samples from which 
shirorekha is segmented first from Seg1, Seg2, and later with 
ShirorekhaNet, respectively. One can observe the accuracy and 
precision with which ShirorekhaNet has identified shirorekha. Very 
often, segmentation based approaches removed essential character 
information (Fig.9). Therefore with this motivation for shirorekha 
identification and removal supervised classification approaches in 
general, and deep learning-based architectures, in particular, need 
further investigations towards accurate identification and removal of 
shirorekha from handwritten Devanagari word documents.     
    In order to show that ShirorekhaNet is generalizable and adaptable 
to other types of Devanagari word documents, we used the two 
datasets. The  First dataset was created as a part of Indic script 
identification at the word level [5] (script-dB). Second, was 
created for holistic recognition of handwritten Devanagari words [9] 
(holistic-dB). For this experimentation we used 40 words from each 
 Table 5: mIoU obtained with previous work and our proposed 
method. 

 

 
Fig.6 Normalized Confusion matrix obtained in a gray-scale for a 
60:20:20 ratio. 
dataset. Then we followed the same procedure, for pre-processing, 
sated in section IIA . Finally, we labelled each pixel according to their 
belongingness, i.e. background, character, and shirorekha, respect-
ively. Note, we carried experiments for both the formats i.e. gray and 
binary. A snapshot from the datasets is shown in Fig.7.   

 
                              (a)                                                   (b)                                                     
 
Fig.7 Word samples (a) samples from holistic-dB (b) samples from 
script-dB.  

Format Image Size (pixels) Word samples 

Gray-scale 256 256×   10 160×   
Binary 256 256×  10 160×  
                   Total   3,200   

 
Method 

Mean Inter-section over 
Union (mIoU) 

Binary Gray-scale 
Seg1 50:25:25 86.2 86.4 

60:20:20 87.0 88.1 
Seg2 50:25:25 74.1 75.2 

60:20:20 70.4 70.3 
   
ShirorekhaNet 

50:25:25 95.1 95.1 
60:20:20 95.3 95.4 
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Fig.8 Pictorial representation of the ShirorekhaNet 
 

    In contrast to our created dataset (see sectionIIIA ), which is based 
on large corpus, however, for current experimentation we have used 
limited datasets. This reflects the nature of real-world scenarios/ 
problem domains. In this situation, transfer learning [24], a paradigm 
in a machine learning/deep learning that allow us to use existing 
models in closely related problem domains. That is, instead 
training/learning from scratch previously learned patterns (pre-trained 
models) are used to solve a new problem. Since, the overlap of the 
problem domain is very high (with respect to problem type and 
number of classes) and dataset is limited, we used a pre-trained model 
as feature-extractor i.e. we used both the datasets (script-dB and 
holistic-dB) as a test sets. Table 6 shows the results obtained on Script-
dB and holistic-dB, respectively. For comparison, Table 7 shows the 
results obtained with the Seg1 and Seg2 on the same test sets used in 
Table 6. It can be observed from Tables 6 and 7 and Figs 10-11 that 
proposed ShirorekhaNet (Fig.8) can be adapted to various types of 
documents.  

Table 6: mIoU with the transfer learning  

Table 7: mIoU with the Segmentation based approaches 

IV. CONCLUSION AND FUTURE WORK 
In this paper, an encoder-decoder based convolutional neural network 
(EDCNN) is proposed for identification and removal of shirorekha 
from handwritten Devanagari word documents. In contrast to, 
existing/traditional image processing techniques, we demonstrated 
that the proposed EDCNN besides being accurate, is generalizable 
and adaptable. The efficacy of the EDCNN is corroborated on three 
state-of-the-art datasets. And, the experiments reveal that the essential 
character information is not removed/segmented irrespective of the 
type of a document. This reflects the accuracy, generalizability and 
adaptability of the EDCNN. Nevertheless, a major bottleneck in these 
approaches when compared with traditional approaches is the 

availability of an appropriate pixel-labeled dataset and large data for 
training. However, we are interested to employ one short learning in 
order to identify and remove shirorekha with a limited number of 
labelled word samples. 

 
Fig.9 An illustration for segmentation achieved: (a) original image 
(b) ground truth (c) segmentation achieved with Seg1 (d) 
segmentation achieved with Seg2, and (d) Segmentation achieved 
with ShirorekhaNet. 

 
Fig.10 An illustration of segmentation achieved on script-dB (a) 
original images (b) ground truth (c) segmentation achieved with 
Seg1(d) segmentation achieved with Seg2 (e) Segmentation 
achieved with ShirorekhaNet. 

Dataset Method Ratio         mIoU 
Binary Gray 

Script-dB  
Transfer 
learning 

50:25:25 94.2 94.1 
60:20:20 94.1 95.3 

Holistic-dB 50:25:25 95.4 95.6 
60:20:20 95.7 95.7 

Dataset Method Ratio          mIoU 
Binary Gray 

Script-dB  
Seg1 

50:25:25 82.4 82.3 
holistic-dB 60:20:20 82.1 82.4 
Script-dB  

Seg2 
50:25:25 71.5 72.3 

holistic-dB 60:20:20 70.9 72.8 
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Fig.11 An illustration of segmentation achieved on holistic-dB (a) 
original images (b) ground truth (c) segmentation achieved with 
Seg1 (d) segmentation achieved with Seg2 (e) Segmentation 
achieved with ShirorekhaNet. 
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